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Abstract— As a complex neural network system, the brain
regions and genes collaborate to effectively store and transmit
information. We abstract the collaboration correlations as the
brain region gene community network (BG-CN) and present
a new deep learning approach, such as the community graph
convolutional neural network (Com-GCN), for investigating the
transmission of information within and between communities.
The results can be used for diagnosing and extracting causal
factors for Alzheimer’s disease (AD). First, an affinity aggregation
model for BG-CN is developed to describe intercommunity and
intracommunity information transmission. Second, we design the
Com-GCN architecture with intercommunity convolution and
intracommunity convolution operations based on the affinity
aggregation model. Through sufficient experimental validation
on the AD neuroimaging initiative (ADNI) dataset, the design
of Com-GCN matches the physiological mechanism better and
improves the interpretability and classification performance.
Furthermore, Com-GCN can identify lesioned brain regions and
disease-causing genes, which may assist precision medicine and
drug design in AD and serve as a valuable reference for other
neurological disorders.

Index Terms— Alzheimer’s disease (AD), community graph
convolution (Com-GC) neural network, deep learning, imaging
genetics.

Manuscript received 12 December 2022; revised 21 March 2023;
accepted 19 April 2023. This work was supported in part by the National
Natural Science Foundation of China under Grant 62072173; in part by
the Hunan Provincial Innovation Foundation for Postgraduate under Grant
CX20210504; in part by the Key Open Project of Key Laboratory of Data
Science and Intelligence Education (Hainan Normal University), Ministry of
Education, under Grant DSIE202101; in part by the National Key Research
and Development Program of China under Grant 2020YFB2104400; in part by
the Medical Humanities and Social Sciences Project of Hunan Normal Univer-
sity; and in part by the Innovation and Entrepreneurship Training Program of
Hunan Xiangjiang Artificial Intelligence Academy. (Corresponding authors:
Xia-An Bi; Luyun Xu; Tianming Liu.)

Xia-An Bi, Ke Chen, Siyu Jiang, Sheng Luo, Wenyan Zhou, and Zhaoxu
Xing are with the College of Information Science and Engineering and
the Key Laboratory of Computing and Stochastic Mathematics (Ministry of
Education), School of Mathematics and Statistics, Hunan Normal University,
Changsha, Hunan 410081, China (e-mail: bixiaan@hnu.edu.cn).

Luyun Xu is with the College of Business, Hunan Normal University,
Changsha 410081, China (e-mail: xuluyun@hunnu.edu.cn).

Zhengliang Liu and Tianming Liu are with the Department of Computer
Science and Bioimaging Research Center, The University of Georgia, Athens,
GA 30602 USA (e-mail: tliu@uga.edu).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TNNLS.2023.3269446.

Digital Object Identifier 10.1109/TNNLS.2023.3269446

I. INTRODUCTION

THE prevalence of Alzheimer’s disease (AD) is on a steep
rise, making it the most pervasive neurodegenerative

disorder and a significant cause for concern. The disease man-
ifests as brain dysfunction, leading to problems such as slow
reactions, slurred speech, unpredictable emotions, uncontrolled
behaviors, and even death [1]. Because the current clinical
diagnosis of AD overwhelmingly relies on detailed clinical
disease histories of patients, time-consuming diagnostic proce-
dures, and experienced neurologists, designing and developing
efficient computer-aided tools is, however, highly desired for
accurate AD assessment.

Up until now, attempts to treat AD have yielded limited
results because of the limited acquaintance with the underlying
mechanism of the formation and abnormalities of brain func-
tion. To investigate this brain disease, many researchers have
used neural images, such as diffusion tensor imaging (DTI),
structural magnetic resonance imaging (sMRI) and functional
magnetic resonance imaging (fMRI), etc., to construct brain
networks [2], [3]. Although these efforts substantiated that
brain functions are inextricably linked to the collaboration
between brain regions, the role of genes in regulating brain
regions seems to have been overlooked. Therefore, it is more
suitable to construct a more complex, large-scale network
system based on the association between brain regions and
genes than just based on brain regions [4]. Moreover, in actual
physiological activities, functionally connected brain regions
and genes collaborate in groups. “Community” is a property
describing the association of structure in complex networks,
which can well describe such a characteristic. With con-
nections between brain regions and genes in a community
resembling ordinary highways and connections between dif-
ferent communities resembling freeways, network systems can
efficiently perform information storage and transmission in the
brain. Community-based networks, however, have not been
studied in the field of formation and abnormal mechanisms of
brain function.

During the development of AD, abnormalities in intra-
neuronal signaling or mediated transmission of genes in the
brain occur, which, in turn, leads to impairment of brain
functions in behavior, language, memory, and other clinical
manifestations [5]. Most existing studies have discussed the
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Fig. 1. Flowchart of the proposed Com-GCN. First, the BG-CNs are constructed. Second, the Com-GCN is established using the affinity aggregation model.
Finally, the Com-GCN can finish the tasks of subject classification and characteristic extraction.

relationship between them using trivial networks to explore the
process of disease formation. Nevertheless, disease-induced
dysfunction can be divided into two aspects. First, at the
community level, lesions in brain regions or mutations in risk
genes can affect closely connected brain regions or genes,
which will lead to a reduction in the efficiency of local
information interaction and can be reflected as abnormalities
in the internal structure of the community. Second, on a larger
scale, abnormal brain regions or genes can lead to a reduction
in the efficiency of intercommunity information interaction,
which is reflected as an abnormality in the intercommunity
correlations. Theoretically, by analyzing the structural differ-
ences of communities, we can pinpoint the disease state of the
patients [6], [7]. Therefore, it is reasonable and necessary to
introduce the community structure to study brain diseases.

The community structure contains important information
that reflects the structure and function of the network and
also profoundly affects the mode of information dissemina-
tion within the network, which has been validated in the
fields of nature, engineering, society, and economy [8], [9].
Therefore, the analysis of community structure in complex
networks is an attractive topic, and some valuable research
results have been achieved [10]. In community structure-based
studies, statistical methods are applied to key node identifica-
tion [11], traditional machine learning methods are usually
used for link prediction [12], and deep learning methods
combined with community analysis are used for advanced link

predictions [13]. The study of community structure based on
community detection helps reveal the organizational mecha-
nisms of complex systems. The study of AD classification,
however, has not used many existing algorithms that incorpo-
rate community structures.

In this article, through the integration of complex network
theory and deep learning, we explore the construction of brain
region gene community networks (BG-CNs) and the differ-
ences between community structures. We then propose the
community graph convolutional neural network (Com-GCN)
for AD diagnosis. The overall framework of Com-GCN is
shown in Fig. 1.

First, the initial BG-CN was constructed by community
detection on the brain region gene network (BG-N) constructed
from brain imaging data and gene data of subjects. Second,
the clustering of brain regions and genes in communities and
the functional collaboration between different communities are
modeled as the process of community detection and informa-
tion interaction. Accordingly, the affinity aggregation model is
proposed. Third, Com-GCN, including the community graph
convolution (Com-GC) layers, is designed. Each Com-GC
layer contains interconvolution and intraconvolution opera-
tions. In particular, the interconvolution operation makes every
community aggregate the information of neighboring commu-
nities and updates the intercommunity correlation structure.
As a result of the intraconvolution operation, every node
within a community aggregates the characteristic information
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of neighboring nodes, thereby updating the topology of BG-N.
Finally, after n times of Com-GC, based on the updated BG-N,
more precise community detection can be performed to obtain
a more authentic BG-CN, based on which the Com-GCN
can output classification results for each subject and further
identify the AD-related genes and brain region lesions. Our
contributions are summarized below.

1) The BG-CN is constructed for each subject, and brain
imaging data and genetic data are fused from a community
perspective to describe higher order associations between brain
regions and genes.

2) The proposed Com-GCN combines deep learning with
the community structure to acquire high interpretability, which
is the first time that the community concept is applied to
AD diagnosis research. It can extract the salient regions that
facilitate classification during the training process, accurately
diagnose whether one suffers from AD, and further find the
specific lesion brain regions and pathogenic genes.

3) Our experiments using the AD neuroimaging initiative
(ADNI) dataset have demonstrated that Com-GCN surpasses
cutting-edge techniques for classification in all instances.

The article is structured as follows. After the introduction,
Section II provides a review of previous research focused
on community structure application and AD classification.
Then, we present the proposed methodology in detail with the
derivation of equations in Section III. The study data, compe-
tition methods, experimental setup, and experimental results
are introduced in Section IV. Section V of the article offers a
comprehensive examination of our effectiveness of approach
while also highlighting any current limitations and presenting
potential future research directions. Finally, in Section VI,
we had a conclusion.

II. RELATED WORKS

A brief review of the most relevant studies, including
applied techniques based on community structure and AD clas-
sification techniques, is presented in the following paragraphs.

A. Community Structure-Based Research

As a prevalent and essential topological feature of informa-
tion dissemination in complex networks, community structure
has received close attention in different fields. In networks,
key nodes refer to those nodes that play a crucial role in
information propagation. Research on key node identification
based on community structures has obtained considerable
achievements. In biological networks, the proteins, metabo-
lites, or genes with significant biological or pathological
significance are frequently identified as the key nodes. Rivalta
and Batista [14] developed the community network analysis
method for analyzing protein movement at node and commu-
nity levels, and the CAN method was able to identify critical
proteins more efficiently. Because the community structure is
characterized by dense internal connections and sparse external
connections, the community structure is also applied for link
prediction. Saltalamacchia et al. [15] revealed the information
exchange pathways of gene-regulated spliceosomes in eukary-
otes through community network analysis. These studies

indicate the significant role of community structure in the
analysis of biological networks.

In AD studies, researchers extract community structure
features in the brain network in order to understand the mech-
anism of brain dysfunction in AD patients [16]. According
to Contreras et al. [17], AD patients displayed fewer larger
communities and fewer connections among communities in
comparison with healthy individuals. Based on 33 commu-
nity detection algorithms, Dimitriadis et al. [18] tested the
reproducibility of each algorithm and ultimately provided
a reproducible framework for community detection in the
brain structural network. Ting et al. [19] proposed a dynamic
community tracking method to identify state-related changes
in the organization of brain communities and discovered that
the pattern of community connections under different states
was more pronounced in a motor task than in a language task.

These studies demonstrate that the investigation of commu-
nity structure contributes to revealing and understanding the
correlation and functions of brain regions and may thus facil-
itate AD detection. Most previous researches were, however,
conducted with traditional statistical methods for classification
or feature extraction, which is inefficient and insufficiently
interpretable.

B. Diagnostic Techniques for AD

More recently, numerous efforts have been made to develop
computer-aided diagnostic models for AD classification. Pre-
vious approaches have shown that making full use of comple-
mentary information between different modalities can improve
diagnostic accuracy [20], [21]. Conventionally, data fusion is
performed by correlation analysis; for instance, as a result
of the sparse canonical correlation analysis (CCA) approach,
Hao et al. [22] found discriminative features in AD patients
based on single nucleotide polymorphism (SNP) and sMRI
data. The experimental results demonstrate the feasibility and
superiority of imaging genetic data in multimodal analysis,
but these methods reveal little about the specific patterns of
relationships between causative factors. In traditional research,
clinical experiments verify associations, while computer and
data science detect correlations through coding two sequences.
Researchers have achieved results in verifying the feasibility
of this approach, and further exploration is possible.

Imaging data and genetic data have both been the subject
of numerous machine learning methods [23], [24], [25], [26],
among which the most popular method is the support vector
machine (SVM). Despite its widespread use, SVM requires
expert knowledge to preselect the features from the original
data before training. Because of the fact that brain diseases
are associated with highly dispersed and sophisticated anatom-
ical and functional disorders, deep learning approaches are
particularly suitable for the exploration of brain diseases.
Gradually, some deep learning methods like deep neural
networks (DNNs) convolutional neural networks (CNNs) have
been proposed, as Basheera and Ram [27] proposed a novel
CNN-based method for accurately detecting AD from mag-
netic resonance imaging (MRI). The analysis of graphs based
on CNN provides a broad prospect for understanding the
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organization of brain networks, and graph convolutional net-
works (GCNs) are one of the most representative types of
CNNs particularly suitable for learning characteristics from
graph data [28], [29], [30]. Zhu et al. [31] proposed a
GCN-based technique for early AD diagnosis combining inter-
pretable features with dynamic graph learning, and the results
showed that correlation through graph structure could provide
more accurate diagnoses.

Despite the good performance of the above methods for
diagnosing AD, they are typically designed with insufficient
interpretability by relying only on quantitative analysis meth-
ods of trivial networks. To address this issue, we developed
the Com-GCN method, which efficiently uses the community
structure information contained in the network. More informa-
tion is extracted from the community structure, which provides
high levels of accuracy in AD diagnosis and the ability to
extract distinguishing features.

III. PROPOSED METHODS

A. Construction of BG-CN

BG-CN is constructed from BG-N by community detection.
The BG-N is constructed as in our previous study. BG-N
includes nodes representing brain regions and genes, edges
describing the associations between nodes, and Pearson’s
correlation (PC) coefficient between nodes as the weights of
edges, which are calculated as follows:

W i j =
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f k
i f k
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∑

f k
i
∑

f k
j√
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∑(
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where l represents the length of the time sequence of one
brain region or the coding sequence of one gene; f k

i and
f k

j represent the kth feature sequences of nodes i and j ,
respectively.

For M subjects, M BG-CNs can be obtained, and commu-
nities can be further detected based on the centrality of nodes
and the association strength of edges to create M BG-CNs.
Association strength between nodes refers to the degree of
internode correlation, while the centrality of nodes refers to the
node centrality in the network. High node centrality indicates
the node is important and closely connected with other nodes.
The centrality of node i is defined as Ceni , which can be
calculated as follows:

Ceni =
di

N − 1
(2)

where the value of i is between 1 and the total number of
nodes N , and di represents the degree of node i .

A community can be viewed as a subnetwork with a central
node being the node with the highest centrality, and the other
nodes within the community should be closely connected
to the central node. The modularity index Q is commonly
used to measure the quality of community detection [32].
By maximizing the modularity Q to an interval between
0.3 and 0.7, the optimal network community division can

be achieved. The modularity Q is defined as follows:

Q =
1
2e

∑
i, j

(
Ai j −

di ∗ d j

2e

)
δ
(
Ci , C j

)
(3)

Ai j =

{
1, nodes i and j have an edge
0, nodes i and j have no edge

(4)

δ
(
Ci , C j

)
=

{
1, Ci = C j

0, Ci ̸= C j
(5)

where e denotes the number of network edges; A represents
the adjacency matrix of the network; Ci and C j denote the
community to which nodes i and j belong, respectively.

It is important to note that the modularity index Q, also
known as the global modularity index, is used to measure
the results of community detection on the basis of the overall
network structure of the community after the completion of the
network division [33]. In contrast, the local modularity index
Ql can provide an evaluation of the stability of community
detection based on local community structure. Ql is defined
as follows:

Ql =
ein

ein + eout
(6)

where ein and eout denote the number of edges inside and
outside the community, respectively.

In general, a community with more internal edges and fewer
external edges will get a higher Ql value, indicating a clearer
structure. In summary, the steps of community detection for
a BG-N are as follows. To begin, rank the nodes within
the network based on their centrality, and the node with the
greatest centrality is the central node of the first community.
Second, find the node v closest to this community among the
remaining nodes, and calculate the local modularity increment
1Ql that will be brought to the community after v is merged
with the community. When 1Ql > 0, it means that node v

can make the community structure more stable, so node v will
be merged into the community; otherwise, continue to check
the next nearest neighbor node. Third, repeat the second step
to find and add nodes until the addition of a node causes
1Ql ≤ 0, at which time the detection of a community is
completed. Last, among the remaining nodes, the node with
the greatest node centrality will serve as the central node for
the next community, and the above process of community
detection is repeated until all nodes in the BG-N are divided
into communities.

B. Affinity Aggregation Model

Collaboration between multiple brain regions and genes
with similar feature information is common in achieving
complex physiological activities, often leading to their classifi-
cation into the same community. Interactions between commu-
nities play a crucial role in the development of physiological
activities and diseases. In the evolution of BG-N, communities
initially interact with each other, regulating the physiological
states and behavioral activities of individuals. This is fol-
lowed by changes in node information, affecting interactions
within a community. To gain deeper insights into how feature
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information is transmitted within and between communities,
the association between nodes within a community is termed
“internode affinity,” while the association between commu-
nities is known as “intercommunity affinity.” The affinity
aggregation model comprises the following components.

1) BG-CNs for Subjects: G = {Gi | i = 1, 2, . . . , M}, G
denotes the BG-CNs constructed for M subjects.

2) Weight of Edges: W = {W i j |i, j = 1, 2, . . . , N },
a larger weight indicates a closer relationship between two
nodes.

3) Information of Communities: Hc(t)
= {Hc(t)

p |p =

1, 2, . . . , u}, the notation Hc(t)
p denotes the information of

the pth community after t th affinity aggregation, obtained by
calculating the global efficiency of community p:

Hc(t)
p =

1
Ncp

(
Ncp − 1

) ∑
i ̸= j,i, j∈C p

1
disi j

(7)

where Ncp and disi j denote how many nodes are within
community p and the shortest path from node i to node j
within the community, respectively.

4) Information of Nodes: H (t)
= {H (t)

i |i = 1, 2, . . . , N },
the superscript t indicates the matrix after the t th affinity
aggregation, so the initial feature information matrix is H (0).

5) Intercommunity Affinity: Rc = {Rcpq |p, q =

1, 2, . . . , u}, Rcpq denotes the affinity between community
p and community q . The greater the affinity, the closer
the relationship between the communities. Nodes within two
closely matched communities will have a relatively high
similarity. The average similarity between the nodes of the
two communities is calculated as

Avg
(
C p, Cq

)
=

∑
i∈C p, j∈Cq

W i j

Ncp + Ncq
. (8)

Then, the intercommunity affinity Rcpq is defined as

Rcpq =

(
Avg

(
C p, Cq

)
Avg

(
C p, C p

) +
Avg

(
C p, Cq

)
Avg

(
Cq , Cq

))/2 (9)

where Ncp and Ncq denote the number of nodes in the
communities C p and Cq , respectively.

6) Internode Affinity: Rn = {Rni j |i, j = 1, 2, . . . , N },
Rni j denotes the internode affinity between nodes i and j ,
which is calculated by their common neighbors. Nodes with
higher affinity will have a closer internode relationship, which
will also indicate a greater information transmission efficiency
between these two nodes. The formula for calculating intern-
ode affinity is as follows:

Rni j =

∑
k∈0i ∩0 j

1
log dk

(10)

where 0i denotes the neighbors of node i , 0i ∩ 0 j denotes
the set of common neighbors between nodes i and j , and dk

denotes the degree of node k.
Based on the above components, an affinity aggregation

model of the BG-CN is established, which is described by

the following equation:

1Hc(k)
=

1Hc(k)
p = α

u∑
q=1

Rc(k−1)
pq ∗ Hc

(k−1)

q

 (11)

Rc(k)
t =

{
Rc(k)

pq =
Rc(k−1)

pq∑u
k=1 Rc(k−1)

pk

1Hc(k)
p

+
Rc(k−1)

qp∑u
k=1 Rc(k−1)

qk

1Hc(k)
q

}
(12)

H (k)
=

H (k)
i = β

 N∑
j=1

W (k−1)
i j ∗Rn(k−1)

i j ∗H (k−1)
j

 (13)

G(k)
= Community_Detection

(
Rc(k)

t , H
(k)
)

(14)

Z (n)
=

{
Z (n)

i =
epi − ēp

σep

}
(15)

P (n)
=

{
P (n)

i = 1 −

(
epi

ei

)2
}

(16)

Y = Classify
(
Zn, Pn) (17)

I = Featureselect(Y,G(n)). (18)

Firt, each community aggregates the information of other
communities guided by intercommunity affinity, and the
information change is calculated based on (11). Changes in
community information will change intercommunity affinity
between communities, thereby updating the topology between
communities. The change of intercommunity affinity can be
calculated from (12).

Then, each node aggregates the feature information of other
nodes within the same community, and (13) calculates the
information of each node after the kth intracommunity node
feature information aggregation process. Changes in node
information result in a change in edge weights among nodes
within a community, and the topology of the entire BG-N will
be updated. An increasingly clear community structure can be
detected as a result of the new higher order graph structure
information. The process is described by (14).

Ultimately, after n times of affinity aggregation, intracom-
munity affinity continues to increase, and intercommunity
affinity gradually decreases, resulting in a stable community
structure. Based on the final BG-CN, (15) and (16) calculate
two metrics of community structure, namely the intracom-
munity z-score Z and the participation coefficient P [34].
Z i and Pi measure the connectivity of node i to other nodes in
the community and connectivity to other communities in the
network, respectively. As a result of the community structural
metric analysis, (17) and (18) provide the classification of
normal controls (NCs) and AD patients, the extraction of
lesioned brain regions, and the identification of risk genes,
respectively.

C. Com-GC Neural Network

This section designs the Com-GCN based on the affin-
ity aggregation model constructed for BG-CN, and the

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Univ of Calif San Francisco. Downloaded on November 14,2023 at 17:25:29 UTC from IEEE Xplore.  Restrictions apply. 



6 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

Fig. 2. Process of the designed Com-GC operation.

implementation of Com-GCN uses the Python programming
language. Fig. 2 depicts its three components: the input layer,
the Com-GC layer, and the fully connected (FC) layer.

Specifically, the community feature matrix H (k−1)
∈ RN×N ,

the community information matrix Hc(k−1)
∈ Ru×u , the inter-

community affinity matrix Rc(k−1)
∈ Ru×u and the internode

affinity matrix Rn(k−1)
p within u communities after the (k−1)th

affinity aggregation are the inputs. The Com-GC layer consists
of multiple Com-GCs, each of which contains two subcon-
volutions: intercommunity convolution and intracommunity
convolution. Essentially, intercommunity convolution is the
process by which each community gathers information from
neighboring communities so as to update the intercommunity
topology. Intracommunity convolution makes each node gather
feature information from neighboring nodes within the same
community, which updates the topology of the entire BG-
N. Based on the community structure and weight matrix
obtained from the Com-GC layer, the FC layer calculates the
classification results for AD and NC by the SoftMax function
with the two community structure feature vectors of each node
Z and P concatenated as the input. Algorithm 1 describes the
entire Com-GCN pipeline.

A more detailed explanation of the Com-GC layer is below,
taking the kth affinity aggregation of the BG-CN as an
example.

1) Intercommunity Convolution: When performing inter-
community convolution, the affinity aggregation is performed
based on two matrices, community information matrix Hc(k−1)

Algorithm 1 The Algorithm of Community Graph
Convolution Neural Network (Com-GCN)

Input: Node feature information matrix H (0)
∈ RN×N community

information matrix Hc(0)
∈ Ru×u, inter-community affinity matrix

Rc(0)
∈ Ru×u, u inter-node affinity matrices Rn(0)

p ∈ RNCp×NCp

Output: The optimal subset of features and the classification results
of subjects.
Initialize Iteration number n, weight matrix W
Repeat:

For k = 1, . . . , n do
Calculate 1Hc(k) using Hc(k−1) and Rc(k−1) through (19);
Calculate Rc(k)

t using 1Hc(k) through (20) and (21);
Calculate H (k) by H (k) and Rn(k−1)

p through (22);
Update W (k) using Rc(k)

t and H (k) by (23);
end
For i = 1, . . . , N do

Calculate z i through (15);
Calculate Pi through (16);

End
Generate classification result Y using Z(n) and P (n) by (25)
Until the convergence is satisfied.
Obtain importance matrices through (29);
Generate the optimal subset of features by solving (18)

and intercommunity affinity matrix Rc(k−1). After the inter-
community convolution in the (k − 1)th affinity aggregation,
the k-order BG-CN is obtained, and the community informa-
tion change matrix 1Hc(k)

∈ Ru×u is defined as follows:

1Hc(k)
= F ∗

(
Hc(k−1)

∗ Rc(k−1)
)
⊙ E (19)
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where F ∈ Ru×u denotes a matrix with all values of 1,
⊙ denotes the Hadamard product, and E ∈ Ru×u is an identity
matrix. F ∗ (Hc(k−1)

∗ Rc(k−1)) ⊙ E is a diagonal matrix,
where the diagonal elements gather the information that each
community received from its neighbor communities. Thus,
1Hc(k)

pp denotes the amount of community information change
of community p.

The association between communities is updated after com-
munity information changes. The calculation of the intercom-
munity affinity change is as below

1Rc(k)
t = Rc(k−1)

∗
(
Rc(k−1)

s

)−1
∗ 1Hc(k) (20)

Rc(k)
t = 1Rc(k)

t +

(
1Rc(k)

t

)T
+ Rc(k−1) (21)

where Rc(k−1) is the intercommunity affinity matrix, Rc(k−1)
s ∈

Ru×u is the intercommunity affinity diagonal matrix, and
Rc(k−1)

spp
in the matrix is the sum of affinities of all inter-

community edges connected to the community p. Therefore,
Rc(k−1)

∗(Rc(k−1)
s )

−1
represents the ratio of the affinity of each

edge connected to a community to the sum of the affinities
of all the edges connected to that community. The element
1Rc(k)

tpq
in matrix 1Rc(k)

t quantifies the influence that the
information change of community p has on the affinity of

edge epq . It should be noted that element (1Rc(k)
t )

T
pq in matrix

(1Rc(k)
t )

T
corresponds to element 1Rc(k)

tqp
in matrix 1Rc(k)

t ,
which represents the extent to which the change in community
information of community q affects the affinity of edge epq .
Consequently, 1Rc(k)

t and (1Rc(k)
t )

T
are added to obtain

the amount of change in intercommunity affinity, and then
Rc(k−1) is added to obtain the updated intercommunity affinity
matrix Rc(k)

t .
2) Intracommunity Convolution: During intercommunity

convolutions, the affinity aggregation is performed based on
the u feature information matrix H (k−1)

p and u internode
affinity matrices Rn(k−1)

p of the u communities. After the
intracommunity convolution in the kth affinity aggregation,
each node updates its own feature information. The new node
feature information matrix H (k) is composed of the node
feature information matrices of the u communities assembled
together, where the node feature information matrix of the pth
community H (k)

p ∈ RNcp×Ncp is calculated as follows:

H (k)
p = ReLU

(
D̃p

−
1
2 ∗
(
W (k−1)

p ⊙ Rn(k−1)
p

)
∗D̃p

−
1
2 H (k−1)

p 9(k)
p

)
(22)

where W (k−1)
p ∈ RNcp×Ncp and Rn(k−1)

p ∈ RNcp×Ncp denote
the weight matrix and internode affinity matrix of the pth
community, respectively, 9(k)

p ∈ RNcp×l denotes the learnable
filter with Ncp × l learnable parameters, Ncp shows how many
nodes the pth community has, and l is the length of the feature
sequence. D̃p ∈ RNcp×Ncp denotes the node degree matrix of
the pth community, which is used for normalization.

3) Reconstruction of Community Network: The updated
intercommunity affinity matrix Rc(k)

∈ Ru×u and the feature
matrix H (k)

∈ RN×l can be obtained after the above two

steps. Changes in intercommunity affinity affect the degree of
association between communities, leading to changes in edge
weights between nodes of different communities, and changes
in node feature information affect the degree of association
between nodes, leading to changes in edge weights between
nodes within a community. The final weight matrix of nodes
is calculated as follows:

W (k)
i j =


Rc(k)

tpq

Rc(k)
pq

W (k−1)
i j , if i ∈ C p, j ∈ Cq

Pearson
(
H i , H j

)
, if i ∈ C p, j ∈ C p.

(23)

When the weights change, the topology of the BG-N is
updated, and therefore, the community structure of the network
is altered as well. The updated weight matrix allows the
construction of an updated BG-CN in accordance with the
method described in Section III-A.

4) Classification With FC Layer: A stable BG-CN is
obtained after n times of Com-GC. At the same time, the
weight matrix W n

∈ RN∗N corresponding to the community
network is also generated. If the number of communities in the
network is u, then the affinity matrices Rnn

1 ∈ RC1∗C1 , Rnn
2 ∈

RC2∗C2 , . . . , Rnn
u ∈ RCu∗Cu between the nodes within each

community can be derived.
Based on the weight matrix and the affinity matrix, two

modular network metrics for the nodes can be calculated: the
intracommunity z-score Z i and the participation coefficient Pi .
These two indicators are used as classification features of the
FC layer.

More specifically, we combine these two modular network
metrics of this node together and obtain a 1-D feature vector
X (0), which is input to the FC layer. The formula can be
expressed as follows:

X (0)
=



X (n)
1,1

X (n)
2,1

. . .

X (n)
N ,1

X (n)
N+1,1

. . .

X (n)
2N ,1


=



Z (n)
1

P (n)
1

Z (n)
2

P (n)
2

. . .

Z (n)
N

P (n)
N


. (24)

For FC layers, the last layer uses Softmax(·) as the activation
function and the others use ReLU(·). The formula is expressed
as follows:

X (n+1)
=

RelU
(
2(h)

∗ X (h)
+ b(h)

)
, if h ̸= L − 1

Softmax
(
2(h)

∗ X (h)
+ b(h)

)
, if h = L − 1

(25)

where 2(h) and b(h) denote the weight matrix and the bias
between layer h and h + 1 in the FC layer, respectively;
X (h) and X (h+1) are the 1-D vectors of layers h and h + 1,
respectively; L shows how many layers in the FC layer;
RelU(·) and Softmax(·) are both activation functions. The
input feature vectors are calculated in the FC layer to map
the final true or false discriminations.
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D. Feature Extraction With Com-GCN

In order to further explore the differences between AD and
NC, the feature extraction part of this study is designed with
the following specific steps.

First, the accuracy score Ai is calculated from the output
of the Softmax(·) layer in the following way:

Ai
= Di × Ti (26)

where Di and Ti are the predicted and true labels of the
subject, respectively.

Second, the importance matrix corresponding to the param-
eter matrix is calculated. The resulting importance matrix
will combine the accuracy scores Ai as a prior condition
for obtaining the neuron importance score matrix. The above
procedure is formulized as

Ih
i1 =

ah∑
j=1

∣∣∣∣∣
h∏
1

(
2(h)

)
i j

∣∣∣∣∣ (27)

I c =

L∑
h=1

Ih
∗

∑M
i=1 Ai

M
(28)

where Ih
i1 is the hth importance matrix, ah is the num-

ber of columns in the hth learnable parameter matrix, and
h = 1, . . . , L . M is the number of samples, (

∑M
i=1 Ai/M)

represents the average accuracy score, and each element of I c
represents the importance score of the community structure
index, which also represents the importance score of each
neuron.

Third, the importance scores of the nodes are derived from
the importance scores of the neurons. The importance score
I i for the i th node is calculated as follows:

I i = I c2i−1 + I c2i , i = 1, 2, . . . , N (29)

where I c2i−1 and I c2i represent the importance score of Zi

and Pi , respectively.
Additionally, we arrange the nodes in order of decreas-

ing importance. The first, second, . . . , and N th nodes in the
arrangement are chosen in increments of one to obtain N node
subsets.

Finally, the subsets are input to the Com-GCN, and the
classification accuracy is recorded. The accuracy is compared
to filter out the optimal subset of features, i.e., abnormal brain
regions and genes.

IV. EXPERIMENTAL RESULTS

A. Data Acquisition and Preprocessing

In this article, the experimental data are downloaded from
the publicly available database of the ADNI. Medical imaging
and genetic data from both healthy individuals and patients are
included in the ADNI database and have been authorized for
research purposes. In order to evaluate the proposed model
from various aspects, data of several AD-like diseases were
selected, such as early MCI (EMCI) and late MCI (LMCI).
The basic information about the data is listed in Table I.
To verify that the experimental results were not influenced

TABLE I
BASIC INFORMATION OF THE DATA

by the gender and age of the subjects, we conducted chi-
square tests and two-sample t-tests to detect interference from
gender and age, respectively. In the abovementioned statistical
tests, the results for the AD and NC groups were 0.274 and
0.007, respectively, the results for the EMCI and LMCI were
0.745 and 0.041, respectively, and the results for LMCI and
AD were 0.193 and 0.001, respectively. According to the
results, there were no significant differences among the three
subgroups, thus ruling out the interference caused by gender
and age.

The fMRI data underwent MATLAB-based preprocessing,
involving the removal of the initial ten time points to mit-
igate magnetic field instability and scan time inconsistency,
parameter adjustment for uniformity, head motion correc-
tion, spatial standardization, and suppression of noise through
physiological noise elimination and filtering. Brain regions
were divided based on the anatomical automatic labeling.
For SNP data, we used Pink and MATLAB to filter SNPs
based on sample deletion rate and Hardy Weinberg equilib-
rium p-value. The eligible 45 genes were coded based on
minimal alleles. Finally, as the approach we proposed, both
gene sequences and time sequences were standardized to a
length of 70 for ease of filtering. Lengths that were too short
filtered out too many genes, while lengths that were too long
limited discriminative ability and made analysis challenging.
Through repeated experiments, we determined this threshold
to ensure feature distinction while expanding the number
of genes.

B. Experimental Settings

Considering the comprehensiveness of the comparison
experiment, the comparison method of the experiment was
selected for global and local comparisons. Specifically,
for global comparisons, we selected SVM from traditional
machine learning methods and selected DNN, CNN, and GCN
as the classical deep learning methods.

On the other hand, local comparisons are conducted between
the proposed method and its variants. We removed the inter-
community convolution and intracommunity convolution of
Com-GCN, respectively, resulting in two variants of Com-
GCN (without Intercom) and Com-GCN (without Intracom).
These two variants of the proposed method were selected
as two additional comparison methods. In addition, ACC,
sensitivity (SEN), specificity (SPE), and the area under the
curve (AUC) were chosen as evaluation indicators for exper-
iments. Furthermore, the experiments are divided into three
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TABLE II
COMPARISON OF CLASSIFICATION PERFORMANCE

Fig. 3. Performance comparison in tasks (a) NC versus AD, (b) EMCI versus LMCI, and (c) LMCI versus AD.

classification tasks: AD versus NC, EMCI versus LMCI, and
LMCI versus AD.

C. Performance Comparison

Table II presents the classification results. In addition, the
radar charts in Fig. 3 show the results of the performance com-
parison. As shown, Com-GCN outperformed other methods
in all four metrics for three classification tasks. In particular,
in the classification task of AD and NC, our method achieves
an accuracy of 93.61%. The results proved the successful
application of Com-GC in imaging genetics. Moreover, the
advantages of graph convolution were demonstrated in this
experiment. Deep learning methods based on graph convolu-
tion always outperform traditional machine learning methods.
Finally, the performance of the two variants is inferior to the
proposed method, and the effectiveness of the Com-GC has
also been proven.

D. Results of Model Adjustment

This section tested the correlation between classifica-
tion performance and the methods for constructing BG-N.
Fig. 4 displays the comparison results by histograms. The
results show that using the PC to construct BG-N can sig-
nificantly improve the performance.

For further exploration, the proportion of intercommunity
information aggregation α and the proportion of intracommu-
nity information aggregation β need to be optimized. We found
the best combination of the two parameters by increasing α

and β from 0 to 1 and recording the changes of classification
accuracy. Fig. 5 shows all results. Com-GCN achieved the
highest accuracy when α = 0.8 and β = 0.9.

E. Effects of Com-GC on Feature Extraction

Accurately identifying the affected brain regions and
high-risk genes is of paramount importance. This section
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Fig. 4. Performance comparison among methods in indexes of (a) accuracy,
(b) sensitivity, (c) specificity, and (d) area under the curve.

Fig. 5. Results of parameter optimization in three different classification
tasks. (a) NC versus AD, (b) EMCI versus LMCI, (c) LMCI versus AD, and
(d) average results.

Fig. 6. First 15 brain regions with the highest scores extracted by Com-GCN.

showed the pathogenic factors extracted by the Com-GCN
ranked in order of importance in Figs. 6 and 7. The visu-
alization of the brain in Fig. 6 is drawn by the BrainNet

Fig. 7. Importance scores for genes extracted by Com-GCN.

Viewer tool in MATLAB software. It can be observed that the
key risk features identified in this study are MOG.R, REC.R,
FFG.R, and IFGtriang.L for brain regions and NAV2, WWOX,
and DAB1 for genes, which were also confirmed in previous
studies. For example, Palejwala et al. [35] found that the infor-
mation transfer of recognition and perception mostly relies on
MOG.R, SOG.R. Lei et al. [36] proposed a new model that
enabled identification and feature extraction of early stages of
AD, and their results showed that REC.R and SOG.R, etc.
are the key brain regions for identifying AD. Zhao et al. [37]
proposed new representations and applied them to whole brain
signals to identify affected diseased brain regions, and the
experimental results showed that the functional connectivity
of some brain regions, such as FFG.R, was reduced. IFGtri-
ang.L is found to have an important connection with visual
creativity and recognition of the brain [38]. Wang et al. [39]
identified several genetic variants within the NAV2 gene that
affected AD risk in their study. Dugan et al. [40] show that
the WWOX locus has been identified as potential AD risk
variants.

To further confirm the discriminating abilities of the fea-
tures, t-tests were used to test the features extracted by
all methods, i.e., the extracted brain regions and genes.
Fig. 8 shows that most p-values of features extracted by
Com-GCN are less than 0.05. The comparison methods gener-
ally had higher p-values and extracted far more features than
the target method.

In addition, we combined the extracted discriminative brain
regions and genes one by one, calculated the association
between these brain region-gene combinations using PC coef-
ficients, and calculated the significant differences between
NC and AD for these combinations using standard t-tests.
The results show that the p-values for most of the combi-
nations are less than 0.05. These combinations are marked
with an asterisk in Fig. 9. This also illustrates the effec-
tiveness of our method in feature extraction from another
perspective.
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Fig. 8. p-value distribution results by extracted features.

Fig. 9. p-values of the brain region-gene combinations. The asterisks indicate
p-values that are lower than 0.05.

Summarizing the above, Com-GCN automatically selected
the most scientifically valuable and easily distinguishable
features, which possess strong classification power for NC and
AD. These features reveal pronounced differences between NC
and AD, indicating that the brain regions and genes within
them are more susceptible to functional or structural damage
and abnormal expression. In addition, Com-GCN suggests
potential directions for future research by identifying brain
regions or genes that have not been established as linked
to AD. These features can provide clinicians with valuable
insights to better understand their role and rationality in
relation to the disease.

F. Comparison Results With State-of-Art Methods

In this section, traditional machine learning meth-
ods [41], [42] and deep learning methods [43], [44] published
in recent years are selected as comparison methods to verify
the progressiveness of the Com-GCN. It can be observed from
Table III that our method performs the best, which also shows

TABLE III
COMPARISON RESULTS WITH STATE-OF-ART METHODS

that the combination of community and graph convolution is
of great effectiveness in imaging genetics analysis.

V. DISCUSSION

A. Effectiveness of the Com-GC

To verify the effectiveness of Com-GC, three features
were randomly selected among the extracted distinguishing
features, and the three features numbered 4, 27, and 32,
respectively, and the impact of Com-GC on the community
structure with these features under the three classification
tasks was visualized. First, for each subject, two community
structure metrics Z i and Pi of distinguishing features based
on the initial BG-CN are calculated. Second, two metrics
were calculated based on the finalized BG-CN after n times
of Com-GC operations. Finally, the corresponding values
were visualized according to subject categories. The effect of
Com-GC on the community structure is visualized in Fig. 10;
after Com-GC, most noise of the features is suppressed,
and the differentiation across disease states is pronounced.
This explains the superiority of Com-GC in classification
accuracy.

In addition, the t-distributed stochastic neighbor embedding
(t-SNE) method was used to visualize the effect of Com-GC
on the weight matrix. Based on the three classification tasks,
the overall cluster comparison was divided into three parts:
the original weight matrix, the weight matrix after GCN
convolution, and the weight matrix after Com-GCN. The
results shown in Fig. 11 demonstrate that the Com-GC makes
a better clustering of the original weight matrices in all three
classification tasks.

Furthermore, the community structures of NC and AD
divided by Com-GC are also visualized. We averaged the
BG-Ns of all NC and AD subjects to obtain two groups
of average BG-Ns. Then, according to the construction of
BG-CN, the community detection of the average BG-N of the
AD group and the NC group is completed. As a result, the
average BG-CNs of the two groups were obtained, with edge
weights below the threshold set to 0 for a clearer presentation
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Fig. 10. Procedures to verify the effectiveness of the proposed convolution operations.

Fig. 11. Effects of Com-GC on clustering.

of feature association patterns for both disease development
stages. Fig. 12 displays community division results and inter-
community connections, while Fig. 13 shows intercommunity
connections. Several conclusions can be drawn from the
figures. First, the community number of AD is generally
more than that of NC. In AD development, some functional

connections among AD patients have been hampered, and
the connections within the community have been broken,
resulting in the division of communities [45]. Second, the
community sizes in the AD group differ greatly from each
other. Physiological research shows that when the diseased
brain regions attempt to complete physiological activities,
compensation will occur in other brain regions or genes,
which is also well reflected in changes in the community
size. Finally, the community connections of the AD group
are more scattered than those of the NC group, which also
reflects the disconnection between brain regions and genes
due to pathological changes.

B. Comparison of Model Training

Fig. 14 describes the loss curves and convergence curves
for each method. Although the GCN and the two variants
had stabilized by the end of the training, they had higher
losses than the Com-GCN. Also, the proposed method is
the first to converge and achieves the highest accuracy after
convergence. This also proves that the proposed method has
better generalization and robustness.

C. Limitations and Future Work

This article designs detailed convolution operations based
on the community structure and incorporates brain imaging
data and genetic data using Com-GCN. Results validate the
potential of our method, but our works are currently limited
by the environment and hardware configuration. At present,
the study is conducted only at the level of brain regions and
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Fig. 12. Results of NC and AD group divisions within the community.

Fig. 13. Results of NC and AD group divisions among the community.
(a) NC. (b) AD.

genes. Better computational resources will empower us to
study brain community activities at the mesoscopic neuronal
population level. In that case, we can better understand the
cognitive functions of the brain and develop deeper neural
networks and brain-like computing. To simulate community
activities and mechanisms of the brain at macro-medium-
micro scales, we propose the “Manhattan Project for Brain-like

Fig. 14. Comparison between different methods in (a) loss curves and
(b) convergence curves.

Neural Networks” for the brain and hope that the government
and academia will support this endeavor in the future. In this
way, the data can be scaled up in the future, and methods
such as transfer learning can be considered to integrate more
diverse biomedical data from other datasets into our study.
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VI. CONCLUSION

This article proposes Com-GCN, a method that incorporates
community theory and deep learning to diagnose AD and
automatically identify risk genes and diseased brain regions.
Specifically, BG-CNs are constructed based on brain imaging
genetics data of AD patients and NC, and the intracommunity
and intercommunity information interaction is modeled by the
affinity aggregation model. Furthermore, the intercommunity
and intracommunity convolution operations in the Com-GC
layer are designed to allow the method to extract salient
regions that are advantageous for classification during the
training process, thus improving its classification performance.
Finally, the differences in community structure between the
two disease states are fully explored in order to identify the
causal factors. Experiments on subjects from ADNI demon-
strate the effectiveness of Com-GCN in AD diagnosis and
causative factor extraction tasks. Additionally, Com-GCN has
greater interpretability than other deep learning methods. Our
design of Com-GC is consistent with actual physiological
mechanisms, which makes it a valuable reference when study-
ing brain disorders other than AD.
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